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We use weighted least squares to combine 15 diverse variables to build a predictive model
for the one-month-ahead market excess returns. We transform our forecasts into investable
positions to form a market-timing strategy. From 2003 to 2017, our strategy had 16.6%
annual returns with 0.92 Sharpe ratio and 20.3% maximum drawdown. In comparison,
the S&P 500 had annual returns of 10%, 0.46 Sharpe ratio, and maximum drawdown of
55.2%. We also combine our one-month model with the six-month model of Hull and Qiao
(2017). The combined model had 15% annual returns, Sharpe ratio of 1.12, and maximum
drawdown of 14%.
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1 Introduction

Return predictability is a central issue in finan-
cial economics. Evidence of stock return pre-
dictability is supported by numerous academic
research papers. Early work includes Campbell
and Shiller (1988a, 1988b), and Fama and French
(1989) demonstrate that the price–dividend ratio
and bond spreads can predict business-cycle fre-
quency return variation. More recently, several
papers have presented convincing arguments in
favor of predictability (Cochrane, 2005; Rapach
et al., 2010; Bollerslev et al., 2009; Jiang et al.,
2015). Compared to the large body of work
on statistical evidence of return predictability,
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there is relatively little work on the portfolio
construction of market-timing strategies based on
the proposed return predictors, or the economic
importance for an investor who has the resources
to engage in a market-timing strategy. Under-
standing the practical economic significance of
market-timing allows us to view predictability
from the investor’s perspective rather than that
of the econometrician.

Hull and Qiao (2017) illustrate the economic
importance of return predictability through a
market-timing strategy. They select from a set
of 20 well-known return predictors, and com-
bine these variables using correlation screening,
a variable selection method. They focus on fore-
casting six-month market excess returns. In the
market-timing strategy proposed by Hull and
Qiao (2017), the investor can achieve a Sharpe
ratio of 0.85 from 2001 through 2015 by taking
tactical positions in the S&P 500, compared to a
buy-and-hold Sharpe ratio of 0.21 over the same
period.

Following the work of Hull and Qiao (2017),
we present another novel market-timing strategy.
Similar to Hull and Qiao (2017), we combine
a large set of forecasting variables to allow for
a diverse information set, and construct a reli-
able market-timing model using these variables.
Unlike Hull and Qiao (2017), our forecasting
horizon is one month rather than six months. Fur-
thermore, we consider several variables not used
in Hull and Qiao (2017) to show that additional
variables proposed in the literature not included
in Hull and Qiao (2017) could also be used to
build an ensemble forecasting model. The new
variables include change in inflation, commodity
price, housing starts, exchange rates, FRB Loan
Officer Survey, delinquencies, and the change in
unemployment rate. We discuss the variables in
more detail in the data section.

Our goal in this paper is to construct a market-
timing strategy based on a one-month forecasting
model. Our focus is centered on the performance
improvement that our market-timing model can
provide over a buy-and-hold strategy of the S&P
500, rather than demonstrating the success of a
statistical model. All of the variables we consider
have been proposed in the return predictability
literature, so the in-sample performance of a fore-
casting model combining these predictors will
necessarily be strong. Instead, we focus on out-
of-sample economic importance of return pre-
dictability by focusing on investment strategies
derived from forecasting models.

We consider 15 return predictors that have been
proposed in the return predictability literature.
Using weighted least squares (WLS) with step-
wise variable selection, we build a forecasting
model for next month’s market excess returns.
We estimate our forecasting model at the end of
every month using an expanding window. Within
each month, we hold the model parameters con-
stant and form forecasts using updated predictor
values each day.

Each return predictor has clear economic intu-
ition. Scaled price ratios capture information
about future returns contained in prices (Camp-
bell and Shiller, 1988a). Macroeconomic vari-
ables such as change in inflation, industrial
production, housing starts, new orders and new
shipments, Baltic Dry Index, and change in unem-
ployment rate reflect prevailing macroeconomic
states (Chen et al., 1986; Jones and Tuzel, 2012;
Bakshi et al., 2011; Flannery and Protopapadakis,
2002). Credit risk premium and slope of the inter-
est rate term structure also reveal macroeconomic
conditions and are associated with time-varying
returns (Fama and French, 1989). Time-series
momentum appears to be associated with investor
under-reaction in the short term (Moskowitz et al.,
2012).
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Combining distinct return predictors leads to
improved forecasting power at the expense of
economic interpretation. Each time we estimate
the model, weights allocated to predictors may
change as the relative importance of each vari-
able waxes and wanes through the business cycle.
The exact nature of these weights may be diffi-
cult to pin down. The merit of our forecasting
model comes from combining different predic-
tors. Variable combination allows us to capture a
diverse information set and form superior forecast
compared to using these predictors in isolation
(Rapach et al., 2010).

Based on our statistical model, we construct a
monthly market-timing strategy by transforming
forecast values into investable positions. We place
the following restrictions on our transformation:
(1) Avoid market exposure in disadvantageous
forecasts. We want to be 0% invested in the S&P
500 and 100% invested in T-bills when the equity
premium forecast is zero or negative. (2) Attain
full market exposure, or 100% invested in the
S&P500, when the forecast of the equity premium
is equal to its historical average. (3) Greater than
100% exposure to the S&P 500 when the equity
premium forecast is above its historical average to
take advantage of potentially higher returns. We
limit the maximum exposure to be 150% long to
avoid overleveraging.

We transform our equity premium forecast into
investable positions while satisfying the above
conditions, and scale the positions to be inversely
proportional to the root mean square error
(RMSE) of our statistical model. The inverse
RMSE scaling can be interpreted as our confi-
dence in our forecasts: If the RMSE of our fitted
model is large, we are less confident and want
to decrease our position, whereas if the RMSE is
small, we are more confident in our model and
increase our position.

From 2003 to 2017, the one-month market-timing
model achieves annualized returns of 16.6% with
a Sharpe ratio of 0.92. In the same period, buy-
and-hold S&P 500 has 10% annualized returns
and a 0.46 Sharpe ratio. The maximum drawdown
of the market-timing strategy is 20% compared
to 55% for buy-and-hold. Furthermore, the one-
month strategy works even better when combined
with Hull and Qiao’s (2017) six-month model.
A portfolio of equal investments in Hull and
Qiao’s (2017) six-month model and our one-
month model results in 15% annualized returns
with a Sharpe ratio of 0.92, and a maximum draw-
down of only 14%.1 The improvement in risk-
adjusted return for the combined model comes
from diversification across models, as the one-
month and six-month models complement each
other. Drawdowns for each strategy tend to occur
at different times. Combining the two market-
timing strategies forms a more stable and robust
strategy.

Our paper demonstrates a practical application of
return predictability. Many academic studies of
return predictability focus on longer horizons
of one or more years (Cochrane, 2008; Welch
and Goyal, 2008). A smaller number of articles
examine forecasting horizons shorter than one
year. Bollerslev et al. (2009) investigate fore-
casting using the variance risk premium (VRP)
at different horizons, and document a 1.07%
adjusted R2 at the monthly frequency. Moskowitz
et al. (2012) document that past 12-month mar-
ket returns are a positive indicator of next month
market return. All of these studies focus on the
statistical model rather than the investment impli-
cations of return predictability. We emphasize the
investor’s perspective, which is shared in Hull and
Qiao (2017).

Our paper is similar to Breen et al.’s (1989) who
also try to illustrate the economic importance of
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return predictability from the investor’s perspec-
tive. Breen et al. (1989) calculate the value of
market-timing to be worth 2% of the total assets
under management. The authors construct their
market-timing strategy using the negative rela-
tionship between stock returns and the nominal
interest rate. We also put forward a market-timing
model, but we consider a significantly larger set
of predictors. We not only focus on the economic
significance of market-timing, but also provide
in-depth discussions of the statistical model and
the implementation of an investment strategy.

This paper is organized as follows. We list our data
sources and describe our statistical model in Sec-
tion 2. In Section 3, we explain how to translate
statistical results in Section 2 into a market-timing
strategy. We proceed with an analysis of model
combination in Section 4. Section 5 concludes
and suggests potential future research.

2 Forecasting the one-month equity risk
premium

2.1 Data and variables

The primary sources we use to obtain our data
are Bloomberg, the Federal Reserve Board, and
the Archival Economic Data from the Federal
Reserve Bank of St. Louis (ALFRED).

Motivated by Chen et al. (1986), we include
macroeconomic variables which may proxy for
future investment opportunities as forecasting
variables: change in inflation, industrial produc-
tion, credit risk premium, and the slope of the
interest rate term structure. Whereas Chen et al.
(1986) focused on the cross-section of stocks
returns, our focus is on forecasting the aggre-
gate stock market. We add changes in commodity
prices, the dollar exchange rate, as well as other
variables that may reveal prevailing business con-
ditions. The full set of forecasting variables we
consider is as follows:

1. Change in Inflation (UI): Monthly change in
the inflation rate net of the change in the
risk-free rate. Inflation is calculated as the
percentage change in the Consumer Price
Index from ALFRED and the risk-free rate
is the three-month Treasury bill rate from
Bloomberg. Positive change in inflation is
associated with higher future market excess
returns. Our variable is similar to “unex-
pected inflation” in Chen et al. (1986), calcu-
lated as the difference between inflation and
its expectation using the Fama and Gibbons
(1984) method.

2. Industrial Production (IP): Monthly change
in the industrial production index published
by ALFRED. IP serves as a leading indicator
for the real economy, and is positively associ-
ated with future market excess returns (Chen
et al., 1986).

3. Credit Risk Premium (CRP): The differ-
ence between the BAA and AAA corpo-
rate bond yields, also known as the default
spread, obtained from Bloomberg. Fama and
French (1989) find that a higher CRP is
associated with higher future market excess
returns.

4. Slope of the Interest Rate Term Structure
(STS): The difference between the 10-year
Treasury note and the three-month Treasury
bill yields from Bloomberg. This quantity is
sometimes called the term spread. STS is pos-
itively associated with future market excess
returns (Fama and French, 1989).

5. Commodity Price (CP): We use the monthly
change in the S&P GSCI Index to track the
movements in oil price, since the fluctuations
in the GSCI are predominantly driven by oil
price changes. Historically commodity prices
and stock prices have been negatively cor-
related. We expect an increase in CP to be
associated with lower future market excess
returns (Black et al., 2014; Casassus and
Higuera, 2011).
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6. Housing Starts (HS): Monthly difference in
the housing starts index fromALFRED. HS is
another leading indicator for market cycles,
and should be positively correlated with
future market excess returns (Flannery and
Protopapadakis, 2002).

7. Exchange Rate (EVUSD): Monthly change
in the US Dollar Index (DXY) from
Bloomberg. Higher dollar exchange pre-
dicts lower future market excess returns
(Bahmani-Oskooee and Sohrabian, 1992).

8. FRB Loan Officer Survey (LOAN): We com-
pute what fraction of banks have been tight-
ening lending conditions compared to the
previous quarter as a proxy for the change
in lending conditions among US banks. This
variable is from the Federal Reserve Board
(Lown et al., 2000). An increase in LOAN
indicates credit tightening, which we expect
to be associated with lower future economic
activity and lower future excess returns.

9. Delinquencies (DL): Annual change in delin-
quencies from the Federal Reserve Board.
Similar to LOAN, this is another variable
that we use to capture the macroeconomic
conditions of banks, and complements the
information contained in LOAN. Higher DL
forecasts lower future excess returns (Lown
et al., 2000).

10. New Orders New Shipments (NONS): The
value of new orders and new shipments
excluding defense and aircraft. We exclude
defense and aircraft spending to focus on the
core capital goods which reveal the under-
lying trend in real economic activity. Higher
NONS is associated with lower future market
excess returns (Jones and Tuzel, 2012).

11. Baltic Dry Index (BD): Monthly percent
change in the Baltic Dry Index from
Bloomberg. We use BD to track global ship-
ping as one measurement of macroeconomic
conditions. BD is a leading indicator of eco-
nomic cycles, and is positively correlated

with future excess returns. (Bakshi et al.,
2011).

12. National Association of Purchasing Man-
agers (NAPM) Survey: The difference
between the manufacturing survey new
orders and the prices paid indexes from
ALFRED. An increase in NAPM signifies
an expansion which is a leading positive
indicator for stocks.

13. Change in Unemployment Rate (UR):
Monthly change in the unemployment rate
from ALFRED. Increases in the unemploy-
ment rate indicate deteriorating macroeco-
nomic conditions in the future and are asso-
ciated with low future market excess returns
(Flannery and Protopapadakis, 2002).

14. Momentum (MOM): Monthly percent change
in the price return of the S&P500. Moskowitz
et al. (2012) suggest that past 12-month
returns are a positive signal for next month’s
returns. We use past one-month return to
capture shorter trend in the data. MOM
positively predicts future excess returns.

15. PCA of Price Ratios (PRC): We include the
first principal component of the cyclically
adjusted price-to-earnings ratio (CAPE),
cyclically adjusted price to total yield (div-
idends plus buybacks), and the price-to-book
ratio. This composite variable is negatively
correlated with future market excess returns.
Shiller (2000) proposed the first use of CAPE,
and Hull and Qiao (2017) reduce the dimen-
sion of price-based variables through PCA.

Our data set is from 06/01/1990 to 02/28/2017.
To avoid overfitting, we do not optimize over
variable transformations. We normalize all our
predictors by dividing by their standard devia-
tions using a backward-looking window of 500
days. This way, the coefficients on the fore-
casting model can be interpreted as the impact
on future returns from a one-standard deviation
change in the predictor. Our results are robust to
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changing the backward-looking window length
between 250 and 1,000 days. For macroeconomic
variables with revisions, we use the real-time
revision history from ALFRED: for each model
refit, we only take the latest unrevised observation
available to avoid look-ahead bias.

2.2 Statistical model

Consider a forecasting regression of target Yt+1

using a set of predictors Zj,t:

Yt+1 = α +
m∑

j=1

βjZj,t+εt+1, (1)

where α is the regression intercept, βj are the fore-
casting coefficients, and εt+1 is the forecast error.
In our application, Yt+1 are the one-month-ahead
equity risk premia and Zj,t are return predictors
which are known this month. The most commonly
used and perhaps the best understood method to
estimate the model above is using Ordinary Least
Squares (OLS). OLS has the following objective
function:

min
βj

T∑
t=1


Yt+1 − α −

m∑
j=1

βjZj,t




2

. (2)

We search over possible values for the forecasting
coefficients and intercept, α and βj, to minimize
the sum of squared residuals.

By construction, OLS puts equal weight on all
data points. Standing at time t, Yt−1 receives
the same weight as Yt−12, which means that the
observation one year ago is just as important in
estimating model coefficients as the observation
last month. While weighting observations equally
is simple and easy to understand, as the economy
evolves, more recent data may be more relevant
compared to older data. To allow for recent data
to have a larger impact on our model, we consider
weighted least square (WLS) with the following

objective function:

min
βj

T∑
t=1

ρT−t


Yt+1 − α −

m∑
j=1

βjZj,t




2

,

(3)

where ρ is the decay factor which we set to 0.99
at the monthly frequency. This value implies a
half-life of approximately 60 months. Varying the
value of ρ such that the half-life of the weights
ranges between 30 and 120 months does not mate-
rially affect our results. OLS is a special case of
WLS if we set ρ to be one.

We consider 15 forecasting variables, which
means each time we fit the model we need
to estimate 15 forecasting coefficients plus the
intercept term for a total of 16 parameters. We
limit the number of estimated parameters through
variable selection, which leads to more parsi-
monious models and generally results in better
out-of-sample forecasting properties. Parsimo-
nious models are also easier to interpret and
attribute performance. It is easier to understand
which variables contribute to forecasting results
when there are fewer variables to consider.

We estimate the WLS specification which incor-
porates a bidirectional stepwise procedure. Vari-
ables are chosen based on the Akaike Information
Criterion (AIC). The bidirectional stepwise selec-
tion combines forward selection, which starts
with no variables in the model and adds vari-
ables that capture the largest improvement, and
backward elimination, which starts with all can-
didate variables and removing the least significant
variables. One feature of the stepwise WLS esti-
mation is that the number of selected variables
will change, as predictors come in and out of
the selected set. In comparison, in WLS with-
out variable selection, all of the variables always
get non-zero weights, even if they only con-
tribute marginally in a given sample. Hull and
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Qiao (2017) use correlation screening as their
variable selection technique because using over-
lapping six-month market returns leads to inflated
t-statistics and results in misleading traditional
likelihood function calculations and AIC values.

We estimate the stepwise WLS at the end of
each month. Starting on 03/31/2003, we use
06/01/1990 to 03/31/2003 to estimate our model.
We obtain the model parameters on 03/31/2003,
which we hold constant from 04/01/2003 to
04/30/2003. For every day in this month, we
use the updated return predictors, along with
the fixed model parameters, to produce one-
month equity risk premium forecasts on a daily
frequency. Specifically, we use parameter val-
ues from 03/31/2003 and predictor values from
04/01/2003 to form our position for 04/02/2003.
On 04/30/2003, we re-estimate our model using
an expanding window, from 06/01/1990 to
04/30/2003, to obtain new parameter values
which we use for next month’s equity premium
forecasts. We continue to re-estimate our model

monthly and make one-month equity premium
forecasts every day until the end of the sample.

2.3 Variable selection

In Figure 1 we look at the identity of the selected
variables. On the vertical axis is the contribu-
tion of each explanatory variable towards the
total explained variance (Lindeman et al., 1980;
Chevan and Sutherland, 1991). The stepwise
WLS puts zero weight on marginal variables that
do not add substantially to the model. Of the 15
variables we consider, typically only about five
to seven are selected at any given time. There
are significant changes in the number and iden-
tify of the selected variables. In contrast, without
variable selection, WLS reduces the weight put
on marginal variables that do not contribute to
the explanatory power of the model, but does not
remove them from the model.

Consider variable X which does not add any fore-
casting power to the model. If we use WLS with
variable selection, the marginal contribution of X

Figure 1 Forecast Contribution of Selected Variables, 03/31/2003–02/28/2017.

We plot the contributions of each of the predictors towards the forecast. The total contribution sums up to 100%.
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would be too small and it will be eliminated from
our model. If we use WLS, we always put a pos-
itive weight on X. For out-of-sample prediction,
including X only adds noise to our forecast. The
forecasts coming from WLS with variable selec-
tion will likely be more stable compared to WLS
without variable selection.

Some variables were selected to be in the model
throughout the sample, whereas others only con-
tributed to the explanatory power of the model in
a fraction of the sample. CP was selected in the
earlier part of the sample until 2009, and then it
was eliminated from the model. BD was impor-
tant until 2013, and then it was driven out by
other variables. On the one hand, CRP and DL
were useful in the first half of the sample but not
in the second half. On the other hand, NAPM
and LOAN were only selected in the second half
but not in the first half. In addition, some vari-
ables such as EVUSD were almost never selected,
but we did not remove them from the pool of
candidate variables.

Variables entering and exiting our model may
be due to variables containing overlapping infor-
mation. When one variable is dropped from the
model, another variable (or several variables) that
may share part of the same information set could
come into the model. For example, in 2004 Baltic
Dry Index (BD) was temporarily removed from
the model and UR (Change in Unemployment
Rate) was added. It is likely that both variables
contained useful information about the macroe-
conomic environment, so when BD was dropped
from the model, another variable that contained
similar information was added.

3 A one-month market-timing strategy

3.1 Trading strategy construction

Now that we have established good statistical
forecasts of next month excess market returns, we

can translate these statistical results into a trading
strategy. We determine the amount invested in the
market by transforming the raw equity premium
forecasts. When the equity risk premium forecast
for the next month is zero, we want to be 0%
invested in the market and 100% in T-bills. We
also want to be 100% invested when the equity
premium forecast is at its historical average. We
want to transform our raw equity premium fore-
casts into how much to invest in the market while
satisfying these conditions.

There are different ways we can make such a
transformation. We use a simple method that takes
into account our confidence in the model. Each
month when we estimate the model, we get a value
for the root mean square error (RMSE) for the fit.
A low RMSE indicates that the model fits well,
and a high RMSE indicates that a model which
leaves much variation in the data unexplained.
Intuitively, when the RMSE is high and the model
fits poorly, we are less confident about our fore-
casts and would like to scale back our position.
When the RMSE is low and the model fits the data
well, our forecasts are likely to be more precise
with lower forecast errors. We want to scale up
the resulting position.

In line with the arguments above, we scale our
equity premium forecasts by the inverse of the
RMSE and multiply it by 5 to satisfy the above
conditions. In particular, when the equity pre-
mium forecast is at its historical mean, scaling
by the RMSE and multiplying by 5 results in a
position close to 100%. When the equity premium
forecast is zero, we are 0% invested. We restrict
our position to be between 0% and 150% invested
in the S&P 500. Even if our equity premium fore-
cast were negative, we set our position to be 0%
rather than take a short position.

To understand the impact of this transforma-
tion on our results, we consider two alternative
transformations. First, we simply multiply our
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forecasts by 100. Second, we divide our forecasts
by a four-year moving average of the predicted
returns. Both transformations lead to similar
results to those of the RMSE transformation.

We include transactions costs and borrowing costs
in our analysis. We assume a 0.6 cent per-share
fee for trading the SPDR S&P 500 ETF, SPY.2 We
also assume that we can borrow at the 13-week
Treasury rate plus 25 basis points. These costs
may be somewhat optimistic for retail investors,
but they are feasible for a typical professional
money manager. Our results are based on trading
at the closing price at 4:00 p.m. EST, and assume
that we can execute our trades on market close.
In 2014, the SPX futures traded $145 billion and
SPY traded $21 billion per day, and the closing
auction at the NYSE Arca alone averaged more
than $422 million per day. At such depth, it is
unlikely that slippage will affect the returns from
our strategy.

Trading daily may be inefficient because day-
to-day adjustment to the position may be small.
As an alternative, we consider trading only once
a month at the end of the month. Perhaps not

surprisingly, this strategy with monthly rebalanc-
ing does not perform as well as the strategy that
rebalances daily. We have included variables at
different frequencies which may also be released
at different times of the month. By restricting
position adjustment to be only at the end of the
month, we do not capture the intra-month changes
in some predictors which may provide valuable
information. Astrategy that considers the tradeoff
between transactions costs and signal decay may
rebalance more frequently than once a month but
less frequently than once a day.

3.2 Strategy performance

Figure 2 presents the cumulative wealth of $1
invested in the market-timing strategy versus
invested in the S&P 500. In our sample from
2003 to February of 2017, the market grew
from $1 to just over $3, whereas the market-
timing strategy would have grown $1 to over
$8 in the same period. An important differ-
ence between the two cumulative wealth paths
is that during the Global Financial Crisis (GFC),
the market-timing strategy did not experience a
large drawdown, whereas the S&P 500 had a

Figure 2 Wealth Accumulation of the One-Month Market-Timing Model and Buy-and-Hold.
We plot the cumulative returns of $1 compounded of our one-month market-timing strategy in black (Model), and cumulative returns of
100% invested in the S & P 500 (Buy & Hold).
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Figure 3 Market-Timing Model Positions.
This figure contains the fraction of assets invested in the S&P 500 for our market-timing model. The strategy is capped between 0% and
150% invested in the market.

drawdown of over 50%. The largest drawdowns
of the market-timing strategy occurred in 2010
and 2015.

Figure 3 shows the positions taken by our market-
timing model. The market exposure is constrained
to be between 0% and 150% (1.5 times levered).
There is large variation in the day-to-day posi-
tions. In the first four years the position changes
were particularly large compared to those in later
years. From 2012 to 2015, there is an extended
period in which the model called for positive
positions of 50% or greater. This aggressive posi-
tioning coincides with a period in which market
excess returns were large and positive. From
Figure 2, we can see the cumulative wealth of
the market-timing strategy almost doubled in this
period.

Some market-timing models, including the one
put forward by Hull and Qiao (2017), tend to be
able to avoid large market-wide drawdown and
perform especially well when the aggregate mar-
ket returns are poor. However, in market booms,
Hull and Qiao’s (2017) model is not fully exposed
to the upside gains. In comparison, our one-month
market-timing model is able to outperform buy-
and-hold returns both in bear and bull markets. In

Figure 4, we see that the one-year rolling relative
performance to the market is the largest during
the Global Financial Crisis, but the relative per-
formance is still positive during the stock market
recovery after the GFC. Significant upside cap-
ture is one desirable feature of our model that is
absent in Hull and Qiao’s (2017).

One important measure of risk, especially for
practitioners, is the maximum drawdown expe-
rienced by a strategy. A drawdown is calculated
as the percent change from a strategy’s peak to its
next closest trough; maximum drawdown is the
largest drawdown in the lifetime of the strategy.
Maximum drawdown complements volatility to
give investors a more complete picture of the sta-
bility of the strategy. Figure 5 compares the draw-
downs of our market-timing strategy with those
of the S&P 500. There are several differences
between the two series.

First, the magnitudes of the maximum draw-
downs are vastly different between buy-and-hold
and our market-timing model. For the S&P 500
buy-and-hold, the maximum drawdown exceeds
50% during the Global Financial Crisis. In com-
parison, the largest drawdown experienced by
the market-timing model in this sample is about
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Figure 4 Rolling One-Year Performance Relative to Buy & Hold.

Figure 5 Drawdowns of the One-Month Market-Timing Model and Buy-and-Hold.

We compare the drawdowns of the market-timing model (Model) and 100% invested in the S&P 500 (Buy&Hold).

20%, less than half of the drawdown for the
S&P 500.

Second, drawdowns of the market-timing model
and those for buy-and-hold do not appear to be
strongly correlated. When the S&P 500 had a
large drawdown in 2008 and 2009, the market-
timing model did not have significant drawdowns
in that same period. In fact, during the largest S&P
drawdown, the market-timing model had modest
drawdowns of less than 10% which only lasted a
few months. When the market-timing model had
its largest drawdowns of 20% in 2010 and 2015,

the S&P500 did also experience some drawdowns
of similar magnitudes, but these are mild episodes
compared to the maximum drawdown during the
Global Financial Crisis.

Third, the two strategies in Figure 5 appear to
experience drawdowns at different frequencies.
For the S&P 500, there were several large draw-
downs on the order of 25–55% which lasted
several months or longer each time. In compari-
son, our market-timing model experienced more
frequent drawdowns of about 5–10%, but these
rarely lasted for more than a few months. Most of
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these relatively small drawdowns reversed after
just a few weeks.

The two biggest drawdowns for our market-
timing strategy occurred in 2010 and 2015. In
the summer of 2010 and 2011, our model pre-
scribed 150% long position when the S&P 500
recorded negative returns, and the strategy was
close to 0% invested during the market rebounds.
The Baltic Dry Index and NAPM were the main
drivers for this drawdown. In August 2015, the
strategy was levered and was over 100% invested
when the market performed poorly. LOAN and
NAPM were the main contributing variables for
the model signal that month.

While the one-month market-timing model we
have put forward is interesting on its own, it
becomes more powerful when combined with
other models. Investors dislike high volatility and
large drawdowns, and value the ability to improve
along those dimensions. In the next section, we
explore combining the one-month model with
another market-timing model.

4 Combining market-timing strategies

Model combination is beneficial both from the
perspective of predictive modeling and the portfo-
lio construction. Statistically, combining models
that are independently able to forecast returns
leads to diversification across models and poten-
tially results in a superior combined forecast
(Timmermann, 2006). From the perspective of
modern portfolio theory, combining portfolios
that are not perfectly correlated leads to new
portfolios with better mean–variance properties
(Markowitz, 1952).

We explore the benefits of model combination by
combining our one-month model with the six-
month model laid out in Hull and Qiao (2017).
As the focus of Hull and Qiao (2017) is on a
six-month strategy, the investment horizon they

consider is different from ours. Combining the
one-month model with the six-month model has
the added benefit of diversifying across different
investment horizons.

To combine the two models, we simply invest
equal dollar amounts in each. The resulting port-
folio is a 50–50 combination of the two strategies.
Combining models using equal weights has the
advantage that we do not need to estimate portfo-
lio weights on each constituent. With just two time
series and a limited history, combining these two
strategies using other methods (such as mean–
variance optimization, which requires estimating
the mean and covariance matrix) may result in
limited gains.

Annualized return is the average annual gross
return of the strategy over the period from
03/31/2003 to 02/28/2017. Volatility and Sharpe
ratio are also annualized. We test for equal Sharpe
ratios of a strategy and buy-and-hold using the
Ledoit and Wolf (2008) methodology. The p-
values are shown as LW P-Value. CAPM Alpha
and Beta are from time-series regressions of each
set of strategy excess returns on S&P 500 excess
returns. Maximum drawdown is calculated from
peak to trough of the cumulative return series.

We compare the performance of different strate-
gies inTable 1. There are some notable differences
among the stand-alone strategies before any com-
bination. The six-month model shows annual
returns that are about 250 basis points higher
compared to buy-and-hold in this period, and
the one-month model has higher returns com-
pared to both the six-month model and buy-
and-hold returns. Annual market volatility from
2003 to 2017 was 18.4%, whereas the one-month
model has a reduced volatility of 16.6% and
the six-month volatility is the lowest among the
stand-alone strategies at 11.7%. Given the higher
annual returns and lower volatility of the market-
timing models compared to buy-and-hold, it is
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Table 1 Strategy summary statistics.

Six-month model One-month model Combined model Buy & Hold

Annual Return 12.4% 16.6% 14.9% 9.8%
Volatility 11.7% 16.6% 12.2% 18.4%
Sharpe 0.95 0.92 1.12 0.46
LW P-Value 0.178 0.035 0.008 N/A
CAPM Alpha 9.5% 9.7% 9.7% 0.0%
CAPM Beta 0.18 0.58 0.38 1.00
Max Drawdown 17.4% 20.3% 14.1% 55.2%

not surprising that the Sharpe ratios achieved
by the market-timing strategies are markedly
higher compared to the Sharpe ratio of buy-and-
hold. The one-month model and the six-month
model Sharpe ratios are twice as high as that of
buy-and-hold.

We evaluate the statistical significance of our
market-timing strategies. In our sample period,
the VIX ranged from 9% to 90%, so any statistical
test must take heteroscedasticity into consider-
ation. Ledoit and Wolf’s (2008) test of equal
Sharpe ratios accounts for both heteroscedasticity
and heavy tails. We can reject the null hypothesis
of equal Sharpe ratios for the one-month model
versus buy-and-hold; the p-value is 0.035. How-
ever, we cannot reject equal Sharpe ratios for the
six-month model of Hull and Qiao (2017) com-
pared to buy-and-hold. Hull and Qiao’s (2017)
model has a much lower volatility compared to
buy-and-hold, such that the difference between
the two series is still volatile. The inability to
reject the null may be due to this volatility. The
combined model clearly has a higher Sharpe ratio
compared to buy-and-hold, rejecting the null at
the 1% level.

Another way to compare the market-timing
strategies with buy-and-hold is to calculate the
marginal benefit of investing in market-timing
strategies relative to investing in buy-and-hold.
We run time-series regressions of the six-month

and one-month strategies returns on buy-and-hold
returns. The regression coefficient is the mar-
ket beta from the Capital Asset Pricing Model
(CAPM), and the intercept is the additional bene-
fit of market-timing relative to holding the market,
or alpha. Table 1 shows economically large alphas
of 9–10% for the market-timing strategies. The
CAPM betas for the market-timing strategies are
modest for both the one-month and the six-month
models. On average, neither strategy is fully
exposed to market risk.

For buy-and-hold, the maximum drawdown was
55% during the Global Financial Crisis in late
2008. In comparison, the market-timing models
offer greatly reduced drawdowns: The one-month
model has a maximum drawdown of 20% and
the six-month model has a maximum drawdown
under 18%. Both market-timing models are able
to avoid the large market drawdown in the last
quarter of 2008.

Now that we have an understanding of how
each strategy did relative to one another, we
turn our attention to the combined strategy of
50% invested in the six-month model and 50%
invested in the one-month model. The com-
bined model has annual returns, CAPM alpha,
and CAPM beta which are between the two
stand-alone market-timing models. These values
should not be surprising as the combined returns
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must fall between the returns of the two sepa-
rate strategies. The combined model shows the
gains from diversification in its volatility, Sharpe
ratio, and maximum drawdown. Strategy volatil-
ity and maximum drawdown for the combined
model are lower than those for both the one-month
and the six-month models. A maximum draw-
down of only 14% is less than one-third of the
value for buy-and-hold. Although the combined
strategy does not have the highest raw returns,
it achieves the highest Sharpe ratio of all the
strategies. Its Sharpe ratio of 1.12 is 12% higher
than the Sharpe ratio of the one-month model and
18% higher compared to that of the six-month
model.

Table 2 presents the year-by-year annual returns
of the four strategies. The first observation is that
the aggregate stock market has done extraordinar-
ily well in this period. Of the 15 years considered
from 2003 to 2017, the buy-and-hold strategy
only had one negative year—in 2008. Without
2008, the average annual return of the market in
this period would be 14%! In comparison, neither

the six-month model nor the one-month model has
a single negative year.

Returns for the six-month model, one-month
model, the combined model, and the S&P 500
(Buy & Hold) every year from 2003 to February
2017.

The persistence of strategy performance rela-
tive to the buy-and-hold strategy differs between
the six-month and the one-month models. The
six-month model has long periods of persistent
outperformance or underperformance relative to
the buy-and-hold benchmark. From 2003 to 2007,
the six-month model underperformance buy-and-
hold for five consecutive years. On the other
hand, from 2011 to 2015, the six-month model
outperformed buy-and-hold for five years in a
row.

We can readily see the diversification bene-
fits of combining the six-month model and the
one-month model. Of the five consecutive under-
performing years for the six-month model, the
one-month model outperformed buy-and-hold in

Table 2 Year-by-year returns.

Six-month model One-month model Combined model Buy & Hold

2003 6.42% 35.29% 20.86% 32.93%
2004 5.57% 15.95% 10.76% 10.69%
2005 2.75% 6.41% 4.58% 4.83%
2006 7.50% 15.84% 11.67% 15.85%
2007 7.77% 11.60% 9.69% 5.14%
2008 19.98% 7.76% 13.87% −36.81%
2009 47.52% 31.85% 39.69% 26.36%
2010 3.49% 0.87% 2.18% 15.06%
2011 10.57% 2.93% 6.75% 1.89%
2012 16.32% 9.93% 13.13% 15.99%
2013 34.77% 47.27% 41.02% 32.31%
2014 14.55% 20.11% 17.33% 13.46%
2015 2.02% 2.69% 2.36% 1.25%
2016 3.72% 26.80% 15.26% 12.00%
2017 2.66% 4.71% 3.69% 9.31%
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Figure 6 Drawdowns of the Market-Timing Models and Buy-and-Hold.

We overlay the drawdowns of the one-month model, the six-month model, and 100% invested in the S&P 500 (Buy & Hold).

four out of the five years. When we combine
the two market-timing models, the persistence in
underperformance or outperformance relative to
buy-and-hold disappears. The combined model
does not show prolonged periods of underper-
formance or outperformance like those of the
six-month model.

Combining the one-month model and the six-
month model also provides tail risk diversifi-
cation. Figure 6 plots the drawdowns of the
one-month model, the six-month model, along
with those of the S&P 500. It is evident that the
two market-timing models suffer drawdowns at
different times. In April of 2009, the six-month
model had a brief 18% drawdown, whereas the
one-month model has a smaller than 5% draw-
down at the same time. When the one-month
model had a relatively large drawdown of 20%
in late 2010, the six-month model had a smaller
drawdown of less than 10% which only lasted half
as long. In 2015 when the one-month model had
a near 20% drawdown, the six-month model only
had a minor drawdown and quickly recovered.
Figure 6 shows each strategy has drawdowns that
occur at different times, suggesting that com-
bining the two market-timing models will bring

strategy drawdowns to more moderate levels
compared to each individual strategy.

We present the drawdowns of the combined
strategy in Figure 7. The combined strategy is
less susceptible to drawdowns than both stand-
alone strategies. Although we see many small
drawdowns, they are rarely greater than a few per-
centage points, and the strategy rebounds to a new
high more quickly than both the one-month and
the six-month models. The largest drawdown of
14% for the combined strategy is smaller than the
largest drawdowns for the one-month or the six-
month models. In fact, over the 15-year period in
this sample, the combined strategy only realizes
a 10% or greater drawdown four times.

The volatility of the combined model is 12%,
whereas the market volatility over the same period
is 18.4%. If the investor were to replace some
buy-and-hold allocation in his portfolio with the
combined market-timing model, he may want the
replacement to have similar levels of volatility.
We consider volatility targeting for the com-
bined portfolio by scaling the portfolio positions
such that the ex-ante portfolio volatility equals
that of the market. The volatility-targeting model
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Figure 7 Drawdowns of the Combined Market-Timing Model and Buy-and-Hold.

We compare the drawdowns of the combined market-timing model and 100% invested in the S&P 500 (Buy & Hold).

has a realized volatility of 17% with a com-
pound return of 19%, and maximum drawdown
of 22%. Volatility targeting maintains the risk–
return properties of the combined model, but
offers an investment with similar levels of risk
as the S&P 500.

5 Conclusion

There is a preponderance of positive evidence for
return predictability. This paper asserts that we
can use our knowledge of return predictability to
consistently produce returns which exceed those
of buy-and-hold. Our work complements Hull
and Qiao (2017) in describing the construction
of a market-timing strategy. We build a predic-
tive model for one-month market excess returns,
including variables that were proposed in the pre-
dictability literature and some novel variables.
Weighted least squares regression combines these
variables into a forecasting model, allowing for
more recent data to have greater influence on the
outcome.

The one-month market-timing model doubles the
Sharpe ratio of the buy-and-hold strategy (0.92
versus 0.46) from 2003 to 2017 and greatly
reduces the maximum drawdown from 55% to

20%. A combination of the one-month model and
Hull and Qiao’s (2017) six-month model is more
efficient than both models separately. A 50–50
portfolio investing equal dollar amounts in the
two market-timing strategies results in a higher
Sharpe ratio and smaller drawdowns than both
the one-month and the six-month strategies.

Throughout this paper, we focused on fore-
casting future one-month excess market returns.
We could try to form forecasts at even shorter
horizons, on the order of days or weeks. Can-
didates from the traditional predictability litera-
ture including macroeconomic and fundamental
variables may not be well-suited for capturing
such short-term market movements. However,
expanding the information set to include addi-
tional price-based variables or technical indica-
tors may prove fruitful.

We illustrate the power of model combina-
tion through combining two market-timing mod-
els which operate at different frequencies. The
increased Sharpe ratio and decreased drawdowns
provide real economic benefits to the investor.
Additional models which are not perfectly corre-
lated with these two would likely further improve
performance statistics. How to optimally combine
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models to achieve the highest possible risk-
adjusted return may be an interesting research
direction.

Another potential research direction is to con-
sider other countries. Although international data
has generally shorter history and some vari-
ables may be less reliable, these markets would
provide out-of-sample tests for our approach.
Most of our predictors are specific to the US.
It would be interesting to see which predictors
work well across countries, and how beneficial
variable combination methods are for forecasting
returns.

Return predictability has become well-accepted
in the academic literature and has shown up in top
business school finance courses. The continued
stigma associated with market-timing primarily
comes from the debate on whether predictability
is sufficiently strong for a trading strategy to be
built. Such a trading strategy would need to create
enough economic value to offset its costs and pro-
duce superior returns compared to buy-and-hold.
As more strategies such as the one we present here
develop, the attitude towards market-timing may
change. Just as it was considered irresponsible to
participate in market-timing in the last 30 years, it
may be considered irresponsible not to participate
in market-timing in the next 30 years.

Notes
1 This combined model has lower volatility compared to

the S&P 500. If we matched the S&P volatility, we would
obtain higher returns and larger drawdowns.

2 We could also trade S&P 500 futures instead of SPY. We
assume $1.18 per share and a half tick of slippage when
trading futures, and find similar results.
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